
I
t
d

S
H
a

b

c

d

a

A
R
R
A
A

K
B
B
D
O
E
C

1

l
o
a
i
b
t
g
t
n
T
b

(

h
0

Energy and Buildings 141 (2017) 1–15

Contents lists available at ScienceDirect

Energy  and  Buildings

j ourna l ho me  page: www.elsev ier .com/ locate /enbui ld

mpacts  of  building  envelope  design  factors  upon  energy  loads  and
heir  optimization  in  US  standard  climate  zones  using  experimental
esign

eok-Gil  Yonga,1,  Jong-Hyun  Kima,1,  Yuseong  Gima,  Jinho  Kimb, Jinkyun  Choc,
iki Honga,  Young-Jin  Baikd, Junemo  Kooa,∗

Department of Mechanical Engineering, Kyung Hee University, Yongin 446-701, South Korea
Department of Building Technology, Suwon Science College, Hwasung, 445-742, South Korea
Constuction & Energy Business Division, Korea Conformity Laboratories, Jincheon-gun, Chungbuk 27872, South Korea
Thermal Energy Conversion Laboratory, Energy Efficiency Research Division, Korea Institute of Energy Research, Daejeon 34129, South Korea

 r  t  i  c  l  e  i  n  f  o

rticle history:
eceived 3 October 2016
eceived in revised form 12 February 2017
ccepted 13 February 2017
vailable online 15 February 2017

eywords:
uilding energy loads

a  b  s  t  r  a  c  t

The  impacts  of  building  envelope  design  factors  upon  cooling  and  heating  loads  in US  cities  of  different
climate  zones  were  quantitatively  analyzed  using  a  fractional  factorial  experimental  design.  This  analysis
yielded regression  models  of  the energy  loads  as  functions  of the  factors  considered.  The  relative  impor-
tance  of  building  envelope  design  factors  for  an office  building  was  statistically  compared.  The  design
factors  were  classified  into  three  groups:  (1) a  factor directly  affected  by insolation,  SHGC;  (2)  another
group  affecting  heat  transmission  based  upon  the  temperature  difference  between  the  indoors  and  the
outdoors,  WDI,  WI,  and  ACR;  and  (3)  another  group  affecting  the  effective  area  for  heat transfer,  WWR,
uilding envelope
esign parameters
ptimization
xperimental design
limate zone

AR, FA,  CH,  and  PH.  Unique  phenomena  in  different  climate  zones  were  further  investigated  considering
the  weather  features  in those  zones.  Pareto-front  curves  of  cooling  and  heating  loads  were  obtained,
yielding  information  on optimal  design  factor  sets  in the  different  climate  zones.  The  reasons  for  the
variation  in optimal  sets  of  design  factors  along  the  Pareto  fronts  are  explicitly  explained  in  terms  of  the
main  effects  and  interaction  effects  of  the  design  factors.

©  2017  Elsevier  B.V.  All  rights  reserved.
. Introduction

Recently, the United States Energy Department announced a
arge investment to improve the nation’s buildings, with the goal
f saving the money of American consumers, reducing emissions,
nd creating new jobs [1]. In the announcement, they stressed the
mportance of the projects by discussing the significant share of
uilding-related energy consumption in the US and the benefits to
he American people and society from the newly funded technolo-
ies. The newly funded technologies are composed of four broad
echnology areas: sensors and controls, HVAC&R and joining tech-

ologies, windows and building envelope, and energy modeling.
hey reported that the high energy demands from commercial
uildings could substantially increase the burden on power grids

∗ Corresponding author.
E-mail addresses: dydtjrrlf@khu.ac.kr (S.-G. Yong), hyuns16@naver.com

J.-H. Kim), jmkoo@khu.ac.kr (J. Koo).
1 Co-first authors.

ttp://dx.doi.org/10.1016/j.enbuild.2017.02.032
378-7788/© 2017 Elsevier B.V. All rights reserved.
during peak periods and that energy-efficient buildings are the
solution for the steady and affordable supply of electricity. The
Office of Energy Efficiency & Renewable Energy has introduced
Zero Energy Buildings (ZEB), with the two steps of efficient build-
ing design and renewable energy supply to accomplish the goal of
zero energy consumption. To improve building energy efficiency,
Cho et al. [2] reported that passive building design factors should be
optimized to minimize building energy loads and that the efficien-
cies of active components like cooling and heating systems should
be enhanced to reduce energy consumption. They claimed that it
is cost-effective to consider these factors in the building planning
phase.

1.1. Literature review

Various previous reports have addressed the selection of build-

ing passive factors to minimize building energy loads under
different climate conditions. Caldas and Norford [3] introduced
the use of genetic algorithms (GAs) to search for optimal place-
ments and sizes of windows in an office building considering the

dx.doi.org/10.1016/j.enbuild.2017.02.032
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ighting and thermal energy consumption, with the aid of thermal
nalysis tool DOE2.1E. They stressed that the multiple alternative
olutions generated by GAs help designers to determine a solu-
ion considering other constraints. Wright et al. [4] performed an
ptimization of building energy cost and occupant thermal com-
ort using multi-objective GAs. They concluded that multicriterion
enetic algorithm search methods showed potential for identify-
ng trade-offs between the elements of building thermal design.

etter and Wright [5] compared a set of optimization techniques
o solve building design optimization problems based upon dis-
ontinuous cost functions. They reported that optimizers requiring
moothness in the cost functions could fail to yield good solutions.
ang et al. [6] compared the energy performance of existing office
nvelopes in five different climate conditions in China using the
verall thermal transfer value (OTTV) method. They compared the
esults with the corresponding local design codes and suggested
hat controlling the area-weighted overall heat transfer coefficient
nder the local design codes is the key to enhancing performance.

affal et al. [7] adopted the design of experiments (DOE), also known
s experimental design, to find optimal selections of building enve-
ope parameter values for a family house to minimize the heating
oad. They performed dynamic building energy simulation using
RNSYS and used the linear model obtained from the regression
nalysis to simulate the outcomes of the designed set of treatments.
hey applied the developed method to cities in three different cli-
ate conditions: continental, oceanic, and Mediterranean. Magnier

nd Haghighat [8] developed a simulation-based artificial neural
etwork to mimic  building responses and used this to perform an
ptimization of thermal comfort and building energy consumption
onsidering HVAC system settings, thermostat programming, and
assive envelope design factors. They reported that both thermal
omfort and energy performance could be improved as a result
f the optimization. Gong et al. [9] used orthogonal experimen-
al design and one-factor-at-a-time (OFAT) analysis to minimize
he total energy consumption of a residential building by select-
ng the optimal set of seven passive building design factors in 25
ifferent cities in China. They provided a guideline for the opti-
al  selection of the level of each parameter in various Chinese

limate zones. Machairas et al. [10] and Nguyen et al. [11] pub-
ished review articles on the research developments in the use
f optimization techniques for building design separately. They
ummarized the optimization algorithms, tools, and building per-
ormance evaluation tools, as well as the optimization targets and
bjective functions. Schnieders et al. [12] compared the residen-
ial Passive Houses in different climate zones all around the world,
nd they discussed the regional dependence to realize them by per-
orming dynamic building energy simulations. Recently, Delgarm
t al. [13] performed an optimization study based on Energy-
lus simulations under four different Iranian climate conditions,
aking the annual lighting and cooling energies as the objective
unctions and the building orientation, window size, and over-
ang specification as the design factors. They concluded that the
ptimization of building design factors could significantly lower
uilding energy consumption. Goia [14] reported the optimization
esearch to search for the optimal window-to-wall ratio values in
ffice buildings in different European climates for energy saving
y performing EnergyPlus-based thermal and lighting simulations
nd concluded that the optimum values are found in a relatively
arrow range. Xu et al. [15] developed building dynamics regres-
ion models using DOE analysis of TRNSYS simulation results. They
lso performed an optimization study on the cooling and heat-
ng loads of an office building using the non-dominated sorting

A to obtain Pareto-front curves representing the optimal build-

ng design factor sets that minimize building energy loads. Many
esearchers have developed building design optimization method
or building energy conservation and reported their application to
ildings 141 (2017) 1–15

buildings in different locations. However, it was hard to find a study
that analyzed the impact of specific climate factors on energy use
and the physical meaning of the design alternatives obtained from
the optimization process.

In this study, the works of Xu et al. [15] has been expanded by
investigating the impacts of climate conditions upon the optimal
building design factor sets to minimize the cooling and heating
loads of an office building. The causes of the inflection points in
Pareto front lines was elucidated in terms of the impacts of the
main effects and interaction effects of building design factors.

2. Theory

2.1. Baseline model selection and main assumptions

The same baseline model as that used in Xu et al. [15] was used in
this study, with the added consideration of ventilation load accord-
ing to the guideline in ANSI/ASHRAE Standard 62-2007 [16]. The
impacts of altering building design factors upon building heating
and cooling loads in different US climate zones were analyzed for a
representative floor of a reference building having an exterior core.
The reference floor was selected as an office floor since most of an
office building is used for this purpose, and the reference build-
ing was assumed to be a collection of multiples of this office floor.
Due to the limitations of the number of design factors allowed and
the difficulty in setting the levels of design factors in the DOE, com-
mon  design factors considered in previous studies were selected for
the current study: floor area (FA), building orientation (OR), ceiling
height (CH), aspect ratio (AR), plenum height (PH), window-to-wall
ratio (WWR), wall insulation (WI), window insulation (WDI), solar
heat gain coefficient (SHGC), and air leakage (ACR). The purpose of
this study is to present an overall analysis methodology, and it is
not intended to analyze the impact of all architectural design ele-
ments on building energy loads. Although the shading, or overhang,
could affect the loads seriously, it was  not considered in the current
study due to the difficulty of handling it as an example [15].

The layouts of 178 buildings in Korea were inspected together
with researchers and architects in commercial companies, and
it was  analyzed that the buildings had about 20–40 stories and
70,000 m2 of total floor area in average, and 1400 m2 of average
floor area. For the recently built office buildings, the total floor area
tends to increase to between 40,000 and 100,000 m2. The build-
ing core usually spans about 25–30% of total floor area, and its
location can affect the window area ratio to vary building heating
and cooling loads. From the review, the design factors of impact
to building heating and cooling loads were selected. Table 1 lists
the specifications of the reference building, and Table 2 lists the
considered building design factors and their levels of alteration in
the DOE. The reference levels of the building design factors were
selected to comply with the latest Korean national standard and
government guideline. Regarding WWR,  there is a Korean govern-
ment guideline for the design of energy-efficient buildings [17]
not to exceed 60%. Considering the area of the exposed core wall,
the upper level of WWR  was assigned as 52%. The schedules for
occupancy, heating/cooling, and lighting were set according to the
ASHRAE 90.1-2004 standard. For the equipment schedule, which is
not provided in the ASHRAE 90.1-2004 standard, an hourly opera-
tion schedule for a large office in the commercial reference building
models of national building stock [18] was  used. Miami, Phoenix,
San Francisco, Baltimore, Chicago, Helena, Duluth, and Fairbanks
were selected as representative cities of US climate zones 1–8,

respectively [18,19]. Table 3 lists the classifications and features
of each zone, as well as the weather file names of TMY2 for-
mat  provided by the National Renewable Energy Laboratory. The
floor consisted of four adjacent thermal zones (Offices 1–4), an air-
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Table  1
Summary of reference building.

Category Subcategory Value Reference

Use Office
Size Floor area (m2) 1444

Air-conditioned area (m2) 1019
Floor height (m)  3.9 [18]
Ceiling height (m)  2.7 [18]
Window-to-wall ratio (%) 40 [26]

Wall U-value External wall (W/m2 K) 0.365 [27]
Window U-value (W/m2 K) 2.84 [27]

SHGC 0.4 [27]

Tightness Infiltration (ACH) 0.3 [28]
Internal heat gain People (people/m2) 0.1 [29]

Lighting (W/m2) 12 [27]
Equipment (W/m2) 16 [28]

Set temperature Heating (◦C) 20 [30]
Cooling (◦C) 26 [30]

Set humidity Relative humidity (%) 50 [31]
Outdoor air Ventilation (L/s/person) 8.5 [32]
Schedule People [33]

Heating/cooling [33]
Lighting [33]
Equipment [18]

Table 2
List of factors and their simulated levels.

Factor Symbol Level

Low (−1) High (+1)

Floor area (m2) FA 1000 2000
Aspect ratio AR 1 2
Orientation OR South West
Window-to-wall ratio (%) WWR  25 52 [26]
Ceiling height (m)  CH 2.4 2.9
Plenum height (m)  PH 0.8 1.2
Wall insulation (W/m2 K) WI  0.150 0.36 [27]
Window insulation (W/m2 K) WDI 0.75 2.84

c
F

•

•

•

•
•

factors were investigated using fractional factorial design. After the

T
T

SHGC SHGC 0.2 0.7
Air  leakage (ACH) ACR 0.1 0.3 [28]

onditioned core zone, and a plenum space over these as shown in
ig. 1.

The main assumptions of this study are as following:

Each thermal zone is assumed to be well mixed, and the zone
temperature is uniform.
The thermal zones are separated by massless walls, and the heat
transfer coefficient on each side of walls is assumed to be constant
8 W/m2K.
The heat transfer coefficients of external walls are assumed to be
constants, 8 W/m2K inside and 18 W/m2K outside.

There is no shading effect from other buildings.
The weather data in the TMY2 format of selective cities in the US
were used in the simulation.

able 3
he US climate zones and selected representative cities.

Climate Zone City Climate feature 

1A Miami  Hot, humid 

2B Phoenix Hot, dry 

3C San Francisco Marine 

4A  Baltimore Mild, humid 

5A  Chicago Cold, humid 

6B  Helena Cold, dry 

7  Duluth Very cold, dry 

8  Fairbanks Extremely cold, dry
Fig. 1. Floor layout of the reference building [15].

• The operation parameters affecting indoor conditions, thermal
transmissions, and internal heat gains are summarized in Table 1.

Although the results and conclusions drawn from this study are
limited to the cases under the given assumptions, they could be
taken as a typical example case of applying the developed analysis
methodology. To extend the developed method for the general use,
it is necessary to adjust the number of design factors considered and
their lower & upper levels for the given problem.

2.2. Experimental design

As introduced by Xu et al. [15], experimental design or design of
experiments is composed of analysis of variance (ANOVA), regres-
sion, and optimization processes. It can be used systematically to
analyze the functional dependence of the building cooling and heat-
ing loads upon the building envelope design factors of FA, OR, CH,
AR, PH, WWR,  WI,  WDI, SHGC, and ACR.

The sum of the main effects of factors and the second-order
interaction effects between pairs of factors comprises the func-
tional relation between the factors and the outputs. Higher-order
interaction terms could be confounded by the remaining main and
interaction effects using the experimental design principles of con-
founding and orthogonality, thereby reducing the number of runs
required to analyze the functional relations. This method is called
fractional factorial design. In this study, the functional relations
between the building heating/cooling loads and the building design
sets of trials to analyze the relation were prepared using the experi-
mental design, the commercial dynamic building energy simulation
program, TRNSYS [20], was  used to estimate the heating and cool-

Weather file in TRNSYS References

US-FL-Miami-12839 [18]
US-AZ-Phoenix-23183 [19]
US-CA-San-Francisco-23234
US-MD-Baltimore-93721
US-IL-Chicago-94846
US-MT-Helena-24144
US-MN-Duluth-14913

 US-AK-Fairbanks-26411
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Fig. 2. Workflow o

ng loads of the buildings having the selected design factors. The
unctional relation between the building heating/cooling loads and
uilding design factors was analyzed, and the polynomial form of
he relations shown in Eq. (1) was obtained using the DOE package
f the open-source statistics software package R [21,22].

 = c0 +
N∑

i=1

ciXi +
N∑

j=1,k=j+1,

cjkXjXk (1)

n. Eq. (1), X and Y respectively represent the level (or value) of
ach design factor and the corresponding output value, various
oefficients c’s are coefficients of terms in the polynomial, and N
s the number of design factors considered. The letters i, j, and k
re dummy  indexes. The second and third terms on the right side
f Eq. (1) represent the main and second order interaction effects
f the design factors upon the output. The impacts of the main and
nteraction effects upon the cooling and heating loads are discussed
n Sections 3.1 and 3.2, respectively. Using the resultant polyno-

ials, the optimum combinations of building design factors that
ield the minimum building heating/cooling loads are searched for
y adopting the multicriteria optimization algorithm provided by
, Non-dominated Sorting Genetic Algorithm II (NSGA-2) [23], for
ach climate zone. Section 3.3 discusses the optimization results in
etail.

.3. Experimental design

The workflow of the automated analysis process is outlined in
ig. 2. Once the treatments of DOE are determined considering the

umber of parameters and the resolution in R, the information is

ed into Microsoft Excel [24], which controls the whole analysis
rocess. Excel creates the input files using template sheets and
utomatically launches TRNSYS simulations using the files. The

⎡
⎢⎢⎣

The area weight ed average flux

of solar irradiation sum

for the operating hours

during the cooling season

⎤
⎥⎥⎦

(
Wh/m2

)
= area weight ed a
utomated analysis.

results are automatically accumulated in an Excel sheet, which
provides raw data for R to perform statistical analysis such as
regression and optimization, which provides the optimal design
factor sets for minimizing the building energy loads. The results
are elucidated and validated [15].

3. Results and discussion

3.1. Impacts of building design parameters upon building cooling
load in different climate zones

Fig. 3 shows half-normal plots of the relative impacts of the
main and interaction effects of building design factors upon cool-
ing load in (a) Baltimore and (b) San Francisco. A half-normal plot
is a graphical tool that uses these ordered estimated effects to help
assess which factors are important and which are unimportant. To
determine the ranked list of factors from a half-normal plot, simply
scan the horizontal axis absolute effects [25]. Fig. 4 compares each
factor’s influence upon the cooling load in different climate zones
using bar plots. The relative importance of the factors in different
climate zones is compared using pie charts in Fig. 5, where the size
of each slice represents the relative magnitude of the factor’s impact
on the cooling load in the given zone. The relative size of the pies
represents the relative magnitude of cooling load in different cities.

It was found that SHGC, which directly affects the heat gain from
insolation, was the most influential factor upon the building cooling
load in (a) Baltimore and (b) San Francisco, as shown in Fig. 3. In
Fig. 4, the bars for SHGC are taller than those for the other factors,
leading to the same conclusion. The positive values for SHGC in the
bar plot imply that the cooling load increases with increasing SHGC.
Also, its impact decreases with decreasing climate zone number.
The area-weighted solar irradiance sum of the building envelope for
operating hours during the cooling season expressed in Eq. (2), was
compared with the impacts of SHGC for different places in Fig. 4,
and showed the same trend for the different cities.

verage

⎡
⎣ ∑

⎛
⎝ ∑

Solar irradiation flux

⎞
⎠

⎤
⎦ (2)
Cooling season Operating hour

The change in the effect of SHGC could be attributed to the differ-
ences in solar irradiance among the regions. However, the relative
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Fig. 3. Half-normal plots of the main and interaction effects of building env

mportance of SHGC was nearly constant for all climate zones, as
hown in Fig. 5.

WWR  was determined to be another important factor affecting
he cooling load. It affects the building energy loads by affecting the
rea of solar irradiation and the area of the thermal transmission
esistance of the building envelope. It is necessary to consider the
ombined impacts of SHGC and WDI  to explain the impact of WWR
ecause SHGC changes the solar irradiation and WDI  alters the ther-
al  transmission resistance of the glazing. WWR  was the second
ost impactful factor in all zones except for San Francisco, as shown

n Fig. 3. The interaction between SHGC and WWR  was  found to be
nother important effect, with positive magnitude; this interac-
ion can be explained as an effect of WWR  upon SHGC, whereby an
ncrease in the glazing area (WWR)  increases the SHGC. The impact
f WWR  upon cooling load was found to decrease generally with
ecreasing climate zone number, with an exception for San Fran-
isco, as shown in Fig. 4, which could be explained by considering
he impact of WDI  simultaneously.

WDI  followed WWR  in main effect importance, except in
an Francisco, where WDI  was more influential than WWR
Figs. 3 and 4). WDI  represents the heat transfer resistance of glaz-
ng, and during the cooling season, the temperature difference
etween the surroundings and the building set temperature acts
s the driving force for heat transfer. The line in the WDI  bar plot
n Fig. 4 shows the product of the number of cooling months and
he average temperature difference between the set and outdoor
emperatures during operating hours in the cooling season for each
one, representing the total cooling load in terms of the tempera-
ure difference. The temperature difference is the greatest in San

rancisco, and this explains the unusual behavior of WDI  there. The
verage outdoor temperature is mostly lower than the set temper-
ture, leading to negative values in the WDI  bar plots in Fig. 4, so
hat upper levels of WDI, or lower thermal resistances, are bet-
 design factors for the cooling loads in (a) Baltimore and (b) San Francisco.

ter to lower the cooling load. It is expected that the impact would
become more significant with WWR.  Increasing WWR  in San Fran-
cisco would increase the cooling load as a result of the interaction
with SHGC while decreasing it together with WDI  by enlarging the
glazing surface for heat transfer, which explains the slight dip in
the influence of WWR  in San Francisco in the overall trend shown
in Fig. 4. Phoenix was  found to be the only place where the aver-
age outdoor temperature (28.5 ◦C) was  higher than the building
set temperature (26 ◦C) during the cooling season, and thus it was
the only place for which WDI  had a positive impact upon cooling
load. WI  represents the thermal transmission resistance through
the wall, a resistance usually greater than that of the windows,
WDI. Therefore, WI  showed the same trends as WDI  but with less
impact, as shown in Fig. 4.

FA and its interactions with SHGC, WDI, and WWR  were found
to be other significant building design factors (Fig. 3). This implies
that FA contributes to the cooling load by affecting the surface-to-
volume ratio or the surface area of solar irradiation, and thus the
heat transmission through the windows and the walls to the build-
ing, in a way  similar to WWR.  In Fig. 4, FA has negative values for all
climate zones, meaning that increases in FA, which lower the por-
tion of building perimeter area directly receiving solar irradiation,
decrease the cooling load. The impact of FA generally decreases
with climate zone number, with an exception from the general
trend in San Francisco, where the effect of solar irradiation aug-
mentation balances that of heat removal through glazing.

The same explanation holds for AR, CH, and PH, which have
weaker impacts than FA as shown in Fig. 5. Increasing these val-
ues leads to increased glazing area to receive solar irradiation, and

their effects are of opposite sign to FA as shown in Fig. 4.

ACR affected the cooling load basically in the same way as WDI
(Fig. 4); infiltration produces heat gain or loss proportional to the
temperature difference between the surrounding and set temper-
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Fig. 4. Bar plots comparing the impact of each building envelope d

tures. The difference originates from the latent heat needed to
ontrol relative humidity (RH) at the set point, 50%. If the RH of
he surrounding air is higher than the set point, the latent heat to
emove the corresponding absolute humidity (AH) adds to the cool-
ng load. In the case of lower RH, it does not function as a cooling
oad. The latent heat due to higher RH and longer cooling season
mpose additional cooling load in Miami  compared with the con-
itions in Phoenix, so the cooling load increase with increased ACR

n Miami  is greater than that in Phoenix, although the cooling load

ue to sensible heat in Phoenix outweighs that in Miami. Infiltra-
ion lowers the cooling load in other climate zones because the
urrounding temperature is mostly lower than the set tempera-
factor upon the building cooling load in the eight cities considered.

ture. Due to the lower outdoor temperature and the longer cooling
seasons in climate zones 3–8, the cooling load drop with increasing
ACR was found to be the most significant in San Francisco.

The impact of OR was weakest among the factors considered, as
shown in Fig. 5; west orientation was preferable to reduce cooling
load.

Based on the above findings, the building envelope design fac-
tors considered in the current study were classified into three
groups. Group 1 includes SHGC only, a factor that directly affects

the heat gain from the solar irradiation. The same behaviors of the
area weighted average flux of solar irradiation sum for the operat-
ing hours during the cooling season and the impact of SHGC on the
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Fig. 5. Pie charts comparing the relative impact of building envel

ooling load in Fig. 4 supports the classification. Group 2 comprises
DI, WI,  and ACR, factors whose impacts upon building energy load

ary with the differences in temperature and RH between the set
nd outdoor conditions. The same trend in the variations of WDI,
I,  and ACR with that of the product of the number of cooling
onths and the average temperature difference between the set

nd outdoor temperatures during operating hours in the cooling
eason in Fig. 4 verifies the classification. The slight difference in
he behavior of ACR is due to the different impact of latent heat
ccording to the climate zone. Group 3 comprises WWR,  AR, FA,
H, and PH, factors that contribute to the energy load by changing
he effective area for solar irradiation and heat conduction through
he building envelope.

.2. Impacts of building design parameters on building heating
oad in different climate zones
Fig. 6 shows half-normal plots of the building heating load in
a) Baltimore and (b) San Francisco. Figs. 7 and 8 show the absolute
nd relative impacts of each building design factor upon the heating
oad, respectively. Note that there is no heating load in Miami.
esign factors upon the cooling load in the eight cities considered.

WDI, ACR, SHGC, and WWR  were the key factors that most
affected the heating load, as shown in Fig. 6. As discussed in the
previous section, ACR and WDI  affect the building energy loads
by means of the same mechanism; the temperature difference
between the set and surrounding temperatures is the impetus for
building heat loss, leading to the same trends of the bar plots
for these factors in Fig. 7. The impacts of ACR and WDI  increased
with increasing climate zone number because this corresponds to
increasing temperature differences and number of months in the
heating season. The line in the WDI  bar plot shows the product of
the number of heating months and the average temperature differ-
ence between the set and outdoor temperatures during operating
hours during the heating season for each zone. The role of WI  is
the same as that of WDI, but WI  has a lower impact due to the
larger thermal transmission resistance of walls compared with that
of windows. Increasing SHGC increases the heat gain from solar
irradiation, thereby lowering the heating load. The impact of SHGC

was found to sync with the solar irradiation amount, as can be seen
by comparing the SHGC bar graph and the corresponding line in
Fig. 7, both of which peak for Duluth. The trend of WWR  impacts
resembles that of WDI  because WWR  alters the effective glazing
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Fig. 6. Half-normal plots of the main and interaction effects of building env

urface area and thus the heat loss. However, its impact in Duluth
as weaker than that for WDI, which could be attributed to the fact

hat the solar irradiation is maximized there, balancing the heat
ain from solar irradiation and the heat loss through windows.

The surface-to-volume ratio of the office decreases with increas-
ng FA, thereby lowering the heating load, as shown in Fig. 7. The

emperature difference during the heating season between the set
nd outdoor temperatures increases with the climate zone num-
er; hence the impact of FA also increases with it. For the same

able 4
oefficients of the regression formula for cooling and heating loads in Baltimore (Eq. (1))

Cooling load 

Factor Coefficient Factor Coefficient 

Intercept 5.598 × 101 AR:SHGC 1.771 

AR −5.129 AR:WWR  1.456 × 10−2

FA 1.094 × 10−2 AR:OR 2.995 

CH −2.546 FA:CH −9.666 × 10−4

PH 2.174 FA:PH −4.111 × 10−3

WDI  −2.922 FA:WDI 3.807 × 10−4

SHGC −2.071 × 101 FA:SHGC −1.106 × 10−2

WWR  −1.489 × 10−1 FA:WWR  −9.866 × 10−5

WI  −2.703 CH:SHGC 7.275 

ACR −8.234 CH:WWR  7.159 × 10−2

OR −4.758 PH:SHGC 9.558 

PH:WWR  7.457 × 10−2 WDI:WWR  −2.813 × 10−2

WDI:SHGC 4.413 WDI:ACR 1.149 

SHGC:WWR 7.366 × 101
 design factors for the heating loads in (a) Baltimore and (b) San Francisco.

reasons discussed above regarding the cooling load, AR, CH, and
PH affect the heating load in the same manner as FA, but with the
opposite sign compared to their effects upon the cooling load.

The impact of OR was weaker than the other factors, as shown
in Fig. 7. In contrast to the case of cooling load, South facing lowers
the heating load.
The same classification of building envelope design factors made
above for the cooling load could be used to explain their impacts
upon the heating load.

.

Heating load

Factor Coefficient Factor Coefficient

Intercept −1.071 × 101 FA:CH −1.247 × 10−3

AR 2.521 × 10−1 FA:PH −1.205 × 10−3

FA 7.031 × 10−3 FA:WDI −2.160 × 10−3

CH 4.543 × 10−1 FA:SHGC 5.807 × 10−3

PH 2.6 FA:WWR  −6.115 × 10−5

WDI  −2.177 FA:WI −4.498 × 10−3

SHGC 1.969 × 101 CH:WDI 1.602
WWR  1.027 × 10−2 CH:SHGC −5.166
WI  2.071 × 101 CH:WWR  3.439 × 10−2

ACR −6.747 CH:ACR 1.740 × 101

OR −3.051 × 10−1 PH:WDI 1.539
AR:FA −4.024 × 10−4 PH:SHGC −3.629
AR:WDI 4.177 × 10−1 PH:WWR  3.841 × 10−2

AR:SHGC −8.245 × 10−1 PH:WI 5.053
AR:WWR  1.538 × 10−2 PH:ACR 7.575
WDI:SHGC −4.009 SHGC:WI −4.312
WDI:WWR  1.240 × 10−1 SHGC:ACR −1.579 × 101

WDI:ACR 3.274 WWR:WI  −1.455 × 10−1

WDI:OR 2.195 × 10−1 WWR:OR 1.595 × 10−2

SHGC:WWR −2.933 × 10−1
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Fig. 7. Bar plots comparing the impact of each building envelope de

.3. Pareto fronts to minimize building energy loads in different
limate conditions

Fig. 9a–d show the cooling and heating loads of building design
ets determined by using the regression formula in Eq. (1) for the
ooling and heating loads in Baltimore (zone 4) and San Francisco
zone 3). As an example, Table 4 lists the coefficients of the regres-
ion formula for Baltimore. Fig. 9a–d show the TRNSYS simulation

esults and the predictions of the fitting formula for the two exam-
le cities. The coefficients of determination were 0.994 for the
ooling load and 0.993 for the heating load of Baltimore, and 0.996
or the cooling load and 0.970 for the heating load of San Francisco.
actor upon the building heating load in the eight cities considered.

For the other cities, the coefficients of determination were all above
0.96; Table 5 summarizes the results. In Figs. 10 and 11, each cir-
cular symbol in the graphs represents a pair of cooling and heating
loads calculated for a building design test set using TRNSYS simu-
lation. The Pareto front is the curve in each graph connecting the
points at which the magnitude of a load is minimized for a given
magnitude of the other load; each curve was determined by a min-
imization process using the regression formula. The dashed lines

represent 95% confidence intervals of the Pareto fronts.

Moving along a Pareto front from left to right, the cooling load
decreases while heating load increases. In Figs. 10 and 11, the dia-
mond points labeled with letters are the inflection points of the
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Fig. 8. Pie charts comparing the relative impact of building envelope de

Table 5
Determination coefficients of the regression formula for cooling and heating loads
in  the cities considered.

Location Cooling load Heating load

Miami  0.9950 –
Phoenix 0.9945 0.9636
San  Francisco 0.9958 0.9697
Baltimore 0.9944 0.9931
Chicago 0.9948 0.9955
Helena 0.9953 0.9959
Duluth 0.9952 0.9963
Fairbanks 0.9965 0.9981

Table 6
Variation of the optimal selection sets of building envelope design factors along the Paret

Points AR FA CH PH WDI  

A 1 1000 2.89 0.8 0.75 

B  1 1000 2.4 0.8 0.75 

C  1 1870 2.4 0.8 2.81 

D  1 1000 2.4 0.8 2.84 

E  1 1000 2.4 0.8 2.84 
sign factors upon the heating load in the eight cities considered.

Pareto fronts. Table 6 lists the levels of the factors corresponding
to the inflection points for Baltimore. The levels of the factors vary
between the connecting points, leading to changes in the cooling
and heating loads. AR, PH, WWR  and OR are fixed along the curve.

The levels of CH and SHGC decrease between points A and B in
Fig. 10, decreasing the cooling load steeply while causing a rela-
tively small increase in the heating load. FA, WDI,  and WI  change
along the curve between points B and D, where the increase in

heating load becomes steeper for a given amount of cooling load
reduction. The levels of WI  and ACR change between points D and
E, where the heating load rise is very large with little reduction
of the cooling load. The points on the Pareto front could be consid-

o curve for Baltimore.

SHGC WWR  WI  ACR OR

0.7 25 0.15 0.1 2
0.2 25 0.15 0.1 2
0.2 25 0.15 0.1 2
0.2 25 0.19 0.1 2
0.2 25 0.36 0.3 2
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ig. 9. Comparison of the results from TRNSYS simulations and regression formula f
n  San Francisco.

red as candidate designs for the building envelope to lower energy
onsumption.

Fig. 12a and b compare the coefficients of the main and inter-
ction terms in the regression formula for the cooling and heating
oads. Because the levels of the factors are normalized, the mag-
itudes of the coefficients represent the impacts of the main and

nteraction effects of the building design factors. For both loads,
he signs of the coefficients were the same for AR, FA, CH, PH, and

WR,  and they were believed to remain unaltered along the Pareto
ront at a glance. SHGC was found to be the most influential factor,
nd it had opposite signs for the cooling and heating loads, with

 much greater magnitude of the cooling load. As SHGC decreases

etween the points A and B, the cooling load decreases rapidly,
hile the heating load increases mildly. Although CH should not

hange along the Pareto front, it was found to vary between points
 and B due to its interaction with SHGC. This interaction arises
 cooling and (b) heating loads in Baltimore; and for (c) cooling and (d) heating loads

as an effect of CH upon SHGC: increasing CH increases SHGC by
increasing the surface subject to solar irradiation. In the section of
the front between points B and D, WDI, which has different impacts
on the cooling and heating loads, is the most influential factor. As
WDI  increases, the heating load increase exceeds the cooling load
reduction. Although the main effect of increasing FA is to increase
both the loads, its interaction with SHGC and WDI  contributes to
the change of the Pareto front in this section. ACR is another key
factor that has a relatively small negative impact on the cooling load
and a much greater positive impact on the heating load. Increasing
ACR increases the heating load measurably while decreasing the
cooling load negligibly between points D and E. WI  contributes in

the same manner as WDI  but changes along the Pareto front in the
region between C and E.

Fig. 11 and Table 7 show another example in San Francisco,
where the building energy loads are lower than in the other cities
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Fig. 10. The pareto-front curve of cooling and heating loads in Baltimore.

Fig. 11. The pareto-front curve of cooling and heating loads in San Francisco.

Table 7
Variation of the optimal selection sets of building envelope design factors along the Pareto curve for San Francisco.

Points AR FA CH PH WDI  SHGC WWR  WI  ACR OR

A 1 1000 2.4 0.8 1.23 0.2 25 0.15 0.1 2
B  1 1039 2.4 0.8 2.72 0.2 25 0.15 0.1 2
C  2 1000 2.9 0.8 2.84 0.2 25 0.36 0.1 1
D  2 1000 2.9 0.8 2.84 0.2 25 0.36 0.3 1
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Fig. 12. (a) Comparison of regression coefficients of design factors in (a) Baltim

onsidered due to the cooler summer and warmer winter sea-
ons. Depending on the set of building envelope design factors
hosen, the office could be free of any heating load. There is no
eason to choose any point above point A along the y-axis, where
HGC decreases. Between points A and B, WDI  increases, indicating
hat reducing window thermal insulation to reduce cooling load
omes at the cost of increasing the heating load. Along the seg-
ent between points B and C, CH and WI  increase, enhancing heat

ejection through the envelope during the cooling season but also
ielding a heating load increase. ACR further reduces the cooling

oad and increases the heating load between points C and D for the
ame reason. Fig. 12b compares the sign and magnitude of each
erm in Eq. (1) for the cooling and heating loads in San Francisco.
HGC is the most significant factor, with opposite signs for the cool-
b) Comparison of regression coefficients of design factors in (b) San Francisco.

ing and heating loads, and it plays a role in the segment above point
A. WDI  is the factor with the next greatest impact on the Pareto front
line as discussed previously. Although WWR  is another important
factor, it does not appear to vary along the Pareto front line, because
it has the same signs for both cooling and heating loads. The Pareto
front curves in other cities could be explained in the same manner.

Fig. 13 compares the Pareto fronts for cities in different climate
zones. Miami  has only cooling load, so the point with the maxi-
mum  WDI  and WI  and the minimum level of the other factors, and
with east facing, should be the optimum building envelope to save

energy. San Francisco was found to have the lowest building energy
loads. With increasing climate zone number, the Pareto front shifts
to the lower right of the graph of cooling vs. heating load, yield-
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Fig. 13. Comparison of Pareto-front curves in the eight cities considered.

ng elongated segments of large heating load increase with small
orresponding reductions in cooling load.

. Conclusions

The complex dependence of building energy loads upon build-
ng envelope design factors and weather conditions was explicitly
nalyzed using an experimental design. The best sets of design fac-
or selections for load reduction were determined for each climate
one by using an optimization package of the statistical analysis
ackage R. The most important conclusions drawn from the current
esearch are summarized as follows.

Weather conditions including dry-bulb temperature, RH, AH, and
insolation are found to contribute to the building energy loads in
a coupled manner with the building envelope design factors, and
their individual effects and causes were well analyzed by using
the experimental design technique.
The considered building envelope design factors could be clas-
sified into three groups. SHGC is the only member of group 1,
which directly controls the solar irradiation into the building.
Group 2 includes WDI, WI,  and ACR, whose impacts depend on
the temperature difference between the building’s set and out-
door temperatures. Group 3 includes WWR,  AR, FA, CH, and PH,
which affect the building energy loads by varying the effective
building area for the solar irradiation and the heat conduction
through the walls and windows.
Among the ten building envelope parameters considered in this
study for the buildings of given layout under the 8 US climate con-
ditions, the impacts of SHGC and WWR  on the building cooling
load were found to be the most influential ones forming 43 and
20% shares on average respectively. WDI, ACR, SHGC, and WWR
were observed to be the significant parameters affecting the heat-
ing load, with which 25, 23, 14, and 11% of the load variation with
the design alteration could be explained.
San Francisco showed unique cooling load behavior due to the

low outdoor temperature during the cooling season. The larger
temperature difference between the set and outdoor temperature
enhances heat dissipation through the windows and walls, mak-
ing San Francisco an exception in the overall trend of the impact

[

[

ildings 141 (2017) 1–15

of WDI  in lowering the cooling load. In San Francisco, the promo-
tion of heat dissipation with increasing WWR  balances with the
solar irradiation through the windows to undermine the impact
of WWR  there.

• In Pareto fronts representing candidate point sets of building
envelope design factors to minimize the building energy use,
opposite impacts of the main effect of a factor and of the interac-
tion effect of couples of two factors in a segment of a Pareto front
as well as the specific range of each design factor were found
to be the causes of the observed inflection points. The interac-
tion between factors also attributed to the behavior of the Pareto
fronts.
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